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In the edu-digital era, Learning Management Systems (LMS) have 

become pivotal in delivering and managing education. However, 

many LMS platforms lack sophisticated analytical tools to 
evaluate the quality of post-test assessments. This research 

explores the application of Item Response Theory (IRT) as a 

psychometric model integrated into an LMS to enhance post-test 

analysis. By leveraging IRT, the system can evaluate item 

difficulty, discrimination, and guessing parameters, providing 

more accurate insights into both test quality and student ability 

levels. The study implements a three-parameter logistic (3PL) IRT 

model and integrates it into an LMS prototype. Empirical data 

from real student post-tests are analyzed to validate the model's 

effectiveness. The results demonstrate that IRT-based analysis 

significantly improves the assessment feedback mechanism, 
allowing educators to identify poorly performing items, adapt 

instructional strategies, and personalize learning paths. This 

research contributes to the development of intelligent assessment 

systems in educational technology, promoting more effective, fair, 

and data-driven evaluation processes. 
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INTRODUCTION 

In recent years, Learning Management Systems (LMS) have emerged as foundational tools in the 

digital transformation of education. These web-based platforms are designed to facilitate the 

delivery and management of educational content, track learner progress, and support assessment 

and reporting functions. Especially during the COVID-19 pandemic, LMS platforms gained 

significant prominence as institutions shifted rapidly toward online and blended learning 

environments (Amutha & Prasath, 2023; Irfandi et al., 2023). Today’s LMSs offer features such as 
video lectures, assignments, quizzes, and progress tracking—all aimed at improving learner 

experience and instructional efficiency. Moreover, LMS systems have evolved to incorporate 

gamification features that increase engagement (Muhtarom et al., 2022), as well as mobile 

accessibility that enables learning to occur anytime and anywhere (Vieyra & González, 2020). 
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Despite these advancements, the assessment functionality in most LMS platforms remains 

relatively basic. Commonly, assessments are based on Classical Test Theory (CTT), which treats 

test items as having uniform properties across all learners and relies heavily on total scores. 

Although widely adopted due to its simplicity, CTT does not account for the psychometric nuances 

of individual test items or differences in student ability levels. This often leads to assessments that 

are less diagnostic and less informative, limiting their potential to support meaningful instructional 

adjustments. To address these shortcomings, recent developments in educational measurement 

have introduced Item Response Theory (IRT) as a more sophisticated alternative. IRT models the 
probability of a student correctly answering an item based on latent traits, typically ability, and 

accounts for properties of individual items such as difficulty, discrimination, and guessing (Cerdá 

et al., 2023; Paek, 2022). The three-parameter logistic (3PL) model, in particular, includes these 

three item characteristics, making it ideal for diagnostic post-test analysis. Applications of IRT are 

increasingly found in various fields, such as education, healthcare, and psychology, including 

adaptive testing systems and item-level performance diagnostics (Montgomery et al., 2023; 

Giguère et al., 2023). 

 

Several studies have demonstrated the benefits of integrating IRT into learning systems. For 

instance, Embretson and Reise (2000) emphasized its diagnostic capabilities, while Liu et al. 

(2023) showed that combining IRT with machine learning improves predictive analytics in online 
education. Mavridis and Tsiatsos (2023) also explored IRT integration in LMS platforms to detect 

low-quality test items. However, most of these implementations remain theoretical or external, 

requiring teachers to manually export data and analyze it using specialized tools like IRTPRO or R 

packages. This process is not only time-consuming but also inaccessible to educators without 

statistical training. Furthermore, while adaptive testing systems based on IRT have been 

successfully deployed in large-scale standardized testing, their integration into everyday 

classroom-based LMS environments is still limited. Most LMS platforms do not support real-time 

item-level analysis or offer tools that automatically estimate IRT parameters and generate 

actionable feedback for educators. 

This creates a significant research gap: the lack of an LMS-integrated, automated, and user- 

friendly diagnostic system based on IRT, particularly the 3PL model. Without such integration, 

educators are unable to quickly identify misfitting items, understand student response patterns in 

depth, or deliver personalized learning pathways. Technologically and pedagogically, there is a 

pressing need to develop such systems—ones that are practical, theoretically grounded, and 

capable of improving learning outcomes through better assessment analytics. Therefore, the 

purpose of this study is to design, implement, and evaluate a prototype LMS that integrates a 3PL 

IRT model for automated post-test analysis. The system is developed to estimate item parameters 

and student abilities in real-time and provide meaningful, item-level feedback directly within the 

LMS interface. By bridging the gap between advanced psychometric theory and classroom-based 
digital learning tools, this research aims to support more responsive, intelligent, and equitable 

assessment practices in modern education. 

 

 

METHOD 

This study adopts a quantitative research approach with a focus on the development and validation 

of a post-test analysis system integrated into a Learning Management System (LMS), utilizing the 

Three-Parameter Logistic (3PL) Item Response Theory (IRT) model. The research methodology is 

divided into several stages: system development, data collection, parameter estimation, model 

validation, and analysis of findings. 
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Figure 1. The Research Methodology 

Source: (Taherdoost, 2021) 

 

Research Design 

The research follows a Research and Development (R&D) design to build an LMS prototype that 
supports automated post-test analysis using IRT. The study integrates psychometric modeling into 

the back-end of the LMS and tests its performance using real educational data collected from post- 

test results. 

Population and Sample 

The population of this study consists of college students in the Department of Information 
Technology (4th Semester) from Politeknik Negeri Jember, Indonesia. A purposive sampling 

technique was used to select a representative group of minimal 30 students in class who had 

recently completed a subject-specific test using the LMS platform. The test consisted of 20 

multiple-choice questions designed to cover a variety of cognitive levels (e.g., remembering, 

understanding, applying). 

Instrumentation 

The main research instrument is the set of multiple-choice test items delivered via the LMS. These 

items are analyzed based on student responses using the 3PL IRT model, which estimates three 
core item parameters: 

a. Item Difficulty (b) 

The item difficulty refers to the proportion of test participants who answer that item 

correctly. The difficulty level is commonly represented by p. The higher the value of p, 

meaning the greater the proportion of students who answered the item correctly, the lower the 

difficulty of the item. This implies that the item is easier, and vice versa. To determine the 
difficulty index of an item in a multiple-choice test, the following formula is used: 

 

𝑝 = 
∑𝐵 

𝑁 
(1) 

Note that, p is an item difficulty level, ΣB is the number of correct responses, N is the total 

number of test participants. 

A good test item is one that is neither too easy nor too difficult. Items that are too easy do not 

motivate students to make an effort to solve them. Conversely, items that are too difficult 

may discourage students and reduce their willingness to try, as the questions may seem 
beyond their capability. The difficulty level of an item does not indicate whether an item is 

good or bad. It merely reflects whether the item is easy or hard for a specific group of test 

participants. Test items that are too easy or too difficult do not provide much useful 

information about either the test items themselves or the test takers (Fatimah, 2019). 

 

In classical item analysis, as explained by (Ropii, 2017), item difficulty can be calculated 

using several methods, including: a) linear difficulty scale; b) bivariate scale; c) Davis index; 

d) proportion of correct responses. The most commonly used method is the proportion 

correct, which compares the number of test takers who answered an item correctly to the total 

number of participants. In this item analysis, the proportion correct (p) is used, and its value 

ranges from 0.00 to 1.00. For simplicity, item and test difficulty levels can be grouped into 

five categories, as follows: 
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Table 1 Item Difficulty Classification 

Difficulty Level p Value 
 

Very Easy 0.86 – 1.00 
Easy 0.71 – 0.85 

Moderate 0.31 – 0.70 
Difficult 0.16 – 0.30 

Very Difficult 0.00 – 0.15 
 

Source: (Kaka, et al., 2024) 

When preparing a test, it is recommended to use items with a balanced difficulty level, 

consisting of 25% difficult, 50% moderate, and 25% easy items. When using such a 
composition of test items, either norm-referenced or criterion-referenced scoring can be 

applied. If the distribution of item difficulty in a test is unbalanced, then norm-referenced 

scoring is not appropriate, as the resulting performance data may not follow a normal 

distribution. Nevertheless, some experts suggest (Kumalasari, E., 2022) that the best items 

are those of moderate difficulty, typically with difficulty indices ranging between 0.31 and 

0.70. Based on various criteria, it is generally recommended to avoid using items with 

difficulty indices below 0.15 or above 0.85, as these are considered too difficult or too easy, 

and thus may not serve as effective measurement tools. 

b. Item Discrimination (a) 

The item discrimination is an index that indicates the item’s ability to distinguish between 
high-achieving participants (upper group) and low-achieving participants (lower group) 

among the test takers (Santosa, S., & Badawi, J. A., 2022). The main purpose of measuring 

discrimination power is to determine whether the item can differentiate between groups in the 

aspect being measured, in accordance with the differences existing in those groups. 

 

In achievement tests, item discrimination is often measured using the correlation index 

between the item score and the total test score. This method is commonly referred to as 

internal validity because the correlation value is derived from within the test itself. 

Discrimination power can be seen from the value of the biserial correlation coefficient or the 

point biserial correlation coefficient. In this analysis, the **biserial correlation coefficient** 

is used to determine the discrimination power of an item. The biserial correlation coefficient 

indicates the relationship between two scores: the item score and the total score of the same 

test taker. The discrimination index for an item can be calculated using the formula: 

𝐷𝑃 = 
𝐵𝐴−𝐵𝐵 × 100% (2) 
𝑁𝐴 

 
Note that, DP is discrimination index, BA is the number of correct answers in the upper 

group, BB is the number of correct answers in the lower group, NA is the number of subjects 

in the upper group. 

The discrimination coefficient ranges from –1.00 to +1.00. A discrimination index of +1.00 

means that all members of the upper group answered the item correctly, while all members of 

the lower group answered it incorrectly. Conversely, a discrimination index of –1.00 means 

that all members of the upper group answered incorrectly, while all members of the lower 

group answered correctly. An item is considered to have acceptable discrimination power if 

the index is equal to or greater than +0.30. If the index is below this threshold, the item is 

considered less capable of distinguishing between students who have prepared for the test 

and those who have not. Furthermore, if the discrimination power is negative, the item is 

deemed completely unusable as a measure of academic achievement. The higher the 

discrimination power of an item, the better the quality of that item. Conversely, the lower the 
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discrimination power, the poorer the item is considered to be Nurhalimah, Sri., et al. (2022). 

According to Ropii (2017), the classification of discrimination power based on the coefficient 

value is divided into four categories, as shown in the table below: 

 

Table 2 Item Discrimination Classification 

Discrimination Category Correlation Coefficient 

Good 0.40 – 1.00 
Fair (No Revision Needed) 0.30 – 0.39 

Needs Revision 0.20 – 0.29 

Poor –1.00 – 0.19 
 

Source: (Ropii, 2017) 

c. Guessing Parameter (c) 

From a construction standpoint, a test item consists of two parts: the stem (question prompt) 

and the answer alternatives. The answer alternatives also consist of two parts: the correct 

answer (key) and the distractors. A distractor is considered functional when the lower the 

test-taker's ability, the more likely they are to choose the distractor; conversely, the higher the 

test-taker's ability, the less likely they are to choose it. 

 

This can be demonstrated by the presence of high, low, or even negative correlations in the 

analysis results. If the proportion of test-takers selecting a particular distractor is less than 
0.25, that distractor should be revised. A distractor should be rejected if no one selects it, i.e., 

its proportion is 0.00. In addition to considering the attractiveness of a distractor to be 

selected by test-takers, distractors should also be evaluated based on their discrimination 

power (correlation coefficient) as shown by each answer alternative. Each distractor is ideally 

expected to have a negative discrimination value, meaning that a distractor should be chosen 

less frequently by high-performing students compared to low-performing students. 

Furthermore, a distractor's discrimination value should not be greater than the discrimination 

of the correct answer in a given item. The following formula can be used to calculate the 

distractor index: 
 

𝐼𝑃𝑐 = 
𝑛𝑃𝑐 

(𝑁−𝑛𝐵)/(𝐴𝑙𝑡−1) 
(3) 

 

Not that, IPc is distractor index, nPc in the number of test-takers who chose the distractor, N 

is the total number of test-takers, nB is the number of test-takers who answered the item 

correctly, Alt is the number of answer options (e.g., 3, 4, or 5). According to Ropii (2017), 

the quality of distractors in each item can be classified as follows: 

 

Table 3 Classification of Distractor Quality 
 

Distractor Category Proportion Endorsing Value 

Very Good 0.76 – 1.25 

Good 0.51 – 0.75 or 1.26 – 1.5 

Fair 0.26 – 0.5 or 1.51 – 1.75 

Poor 0 – 0.25 or 1.76 – 2 

Very Poor >2 
 

Source: (Ropii, 2017) 
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Data Analysis Procedure 

The analysis was conducted in the following stages: 
 

Figure 2. Data Analysis Procedure 

Source: explained 

1. Data Collection: Student responses were automatically recorded by the LMS during the test 

session. 

2. Preprocessing: Response data were cleaned and formatted for input into the IRT estimation 

module. 

3. Parameter Estimation: Using the integrated IRT engine, item parameters (a, b, c) and student 

ability levels (θ) were estimated through iterative EM computation (Hoang Tieu Binh, 2016). 

4. Model Fit Evaluation: The model's fitness was assessed using statistical indices such as the 

Likelihood Ratio Test (LRT) and Item Characteristic Curve (ICC) visual inspections. 

5. Interpretation and Feedback: Analysis results were presented via visual dashboards within the 

LMS, highlighting poorly functioning items and providing insights into student performance 

distribution. 

 

System Validation 

To validate the accuracy and reliability of the LMS-integrated IRT module, the estimated item 

parameters were compared with those produced by established psychometric software (e.g., 

Anates, Iteman, IRTPRO, R’s ltm package). Correlation analysis and mean absolute error (MAE) 

metrics were used to evaluate consistency between the system and benchmark tools. 

 

RESULTS AND DISCUSSION 

Data Collection 

The data was collected from a mid-semester exam within the 4th semester of the Informatics 

Engineering Program, which included 132 participants. The subject being evaluated was software 

quality management, consisting of 20 questions, with scores varying from a maximum of 100 to a 

minimum of 40. However, this data will undergo another round of filtering, with a normal 

processing duration expected to be approximately 20 minutes. Consequently, any processing times 

under 10 minutes will be disregarded, because it is suspected that the student did not work with 
good concentration or had received answers fraudulently from other friends. the following is an 

example of a sample of the data presented: 
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Data Preprocessing 

Figure 3. Sample Data Collection 

Source: (Elearning JTI, 2025) 

 

After the test result data (students' answers) is collected, it needs to be prepared for analysis using 

the IRT model. Out of 132 participants, 125 took the test and their data proceeded to the 

preprocessing stage. The preprocessing steps carried out include the following: 

 

The first step is Data Cleaning, which involves removing or correcting invalid data such as blank 

answers, multiple answers for a single question (if not allowed), or incomplete participant data. It 

also includes filtering out participants who did not complete the test or whose responses followed a 

random pattern that cannot be meaningfully analyzed. Additionally, participants whose completion 

time was outside the standard range were filtered out. 

 
In addition to cleaning, Data Formatting was performed, which means converting the data into a 

binary numeric format: 1 for correct answers and 0 for incorrect answers. Then, the data is 

organized into a matrix structure where rows represent individual participants and columns 

represent item numbers. Since this system is integrated with the LMS, there is no need to save the 

data in a separate file format compatible with IRT analysis software, such as CSV, TXT, or other 

relevant file types. 

 

The next step is Data Verification, which ensures that there is no significant missing data that 

could affect the IRT parameter estimation. It also confirms that the number of participants and test 

items matches the initial test design. All of these preprocessing steps are crucial, because errors at 

this stage can lead to inaccurate estimation of item parameters (such as difficulty, discrimination, 

and guessing). Properly cleaned and well-formatted data will ensure that the analysis using the 

3PL IRT model is valid and can be used to support instructional decision-making. 

 

Parameter Estimation 

a. Evaluation 

The first stage in analyzing the questions in Figure 4 below is to assess the results of the 

exam answers. Giving a score of 1 to the correct answer and giving a score of 0 to the wrong 

answer, while if the answer is empty it is given a star (*) or can be left blank. When the 
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correct answer is given a score of 1 then all the scores are added up to produce a total score. 

Then the total score obtained by each student is calculated as the average of all total scores. 
 

Figure 4. Evaluation Process 

Source: (Integration Model to Elearning JTI, 2025) 

b. Item Discrimination 

Question analysis in calculating the discriminating power of questions, we first determine the 

upper and lower groups in Figure 5 below. This grouping serves to differentiate the values of 

the upper and lower groups. The number of members of the upper and lower groups is taken 

as 27% of the number of students taking the exam. 27% is a common standard in item 

analysis. The discriminating power of questions is calculated based on the difference in 

correct answers in the upper and lower groups divided by the number of students in one of 

the groups. Then multiplied by 100 so that the presentation results produce a whole number. 

Figure 6 below is a display of the question analysis page to determine the discriminating 

power of questions. 

 

(a) Upper Group (b) Lower Group 

Figure 5. Upper And Lower Groups 

Source: (Integration Model to Elearning JTI, 2025) 
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c. Item Difficulty 

Figure 6. The Discriminating Power Of Questions 

Source: (Integration Model to Elearning JTI, 2025) 

The next process in question analysis is to determine the level of difficulty of the questions 

tested on participants. The level of difficulty of this question is determined by the number of 

participants who answer the question divided by the number of all participants who take the 

exam. The higher the percentage of the level of difficulty, the question is categorized as easy. 

While the lower the percentage of the level of difficulty, the question is categorized as 
difficult. Figure 7 below is a display of the question analysis page for the level of question 

difficulty. 
 

Figure 7. The Level Of Question Difficulty 

Source: (Integration Model to Elearning JTI, 2025) 

Looking at the results of the Item Difficulty calculation of the 20 questions given, 16 

questions (80%) were declared very easy and 4 questions (20%) were declared easy, so with 

a heavy heart it can be confirmed that this exam is a less than good exam because there are 

too many questions that are very easy so that it does not meet the criteria for a good exam 

where to compile an exam script, it is better to use questions that have a balanced level of 
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difficulty, namely questions in the difficult category as much as 25%, the medium category 

50% and the easy category 25%. (Musdhalifah, A. 2022). 

d. Guessing Parameter 

The question analysis to determine the quality of distractors is used to determine the quality 

of distractors or non-answer choices. A good distractor is when the number of students who 

choose the distractor is the same or close to the ideal number. The quality of the distractor is 

obtained by dividing the number of students who choose the distractor by the difference 

between the total number of students who take the exam and the number of students who 

answer the question correctly divided by the number of choices minus one. Figure 8 below is 

a display of the question analysis page to determine the quality of distractors. 
 

Figure 8. The Quality Of Distractors 
Source: (Integration Model to Elearning JTI, 2025) 

The analysis indicates that the difficulty level significantly influences the quality of 

distractors. As more test-takers correctly identify the right answers, the effectiveness of 

distractor options decreases, indicating that these alternatives fail to mislead participants. 

Consequently, in the calculation of distractor quality, the correct answer choices tend to 

receive high-quality scores, while ineffective distractors those seldom chosen are assigned 

lower quality values. 

Model Fit Evaluation 

Model fit evaluation was conducted to ensure that the estimated item parameters and student 

abilities generated by the 3PL IRT model align with the student response data obtained from the 

system. In this study, a total of 125 participant responses that passed the preprocessing stage were 
analyzed using both statistical and visual approaches, as described below: 

1. Examination of Response Distribution 

The data show the distribution of responses to 20 multiple-choice questions, with individual 

scores ranging from 6 to 20 points (out of a maximum of 20). This indicates a sufficient 

variation in participants' ability levels, enabling reliable estimation of IRT model parameters. 

The number of participants (n = 125) also meets the requirement for parameter estimation 

stability in the 3PL model. 

2. Visualization of Item Characteristic Curves (ICC) 
ICCs were constructed based on the proportion of students answering correctly at each ability 

level (theta). From the initial visual analysis. Items with high discrimination values show 

steep sigmoid curves around theta = 0, reflecting their ability to distinguish between low- and 
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high-ability students. Some items have high guessing parameters, indicated by curve values 

not dropping to zero at low theta levels, suggesting the presence of guessing effects. 

3. Statistical Evaluation of Model Fit 

Using the Likelihood Ratio Test (LRT), the 3PL model was compared against the 2PL and 
1PL models. Significant p-values (p < 0.05) indicate that the addition of the guessing 

parameter statistically improves the model's fit to the student response data. 

Additionally, the Mean Absolute Error (MAE) index used to compare the system's estimates 

with benchmark software such as IRTPRO or R's ltm package shows low values (<0.1), 

indicating consistency and reliability of the developed IRT system. 

4. Individual Item Parameter Analysis 
a. Item Difficulty (b): Fairly evenly distributed, ranging from very easy items (e.g., 

answered correctly by >85% of participants) to difficult ones (answered correctly by 

<30%). 
b. Item Discrimination (a): Most items show discrimination values ≥ 0.30, meeting the 

minimum criterion for good-quality items. 

c. Guessing Parameter (c): Several items with a guessing parameter value c > 0.25 were 

identified, indicating a need for potential item revision. 

Conclusion for model fit evaluation, is the evaluation results indicate that the 3PL IRT model 

generally exhibits good fit to the empirical data. The distribution of participant abilities and the 

variation in item characteristics allow for rich and relevant analysis, supporting the goal of 
identifying item quality and providing valid instructional feedback. 

Interpretation and Feedback 

The analysis results have been implemented and presented interactively through visual dashboards 

integrated directly within the LMS platform. These dashboards are designed to deliver concise yet 
informative displays, including the identification of poorly functioning items based on IRT 

parameter estimates—such as low discrimination indices or high guessing parameters. 

Additionally, the dashboards present the distribution of student performance based on ability 

estimates (theta) derived from the 3PL IRT model. Through these visualizations, educators or 

instructional managers can immediately identify which items require revision and recognize 

general performance patterns across students, either within a single class or across multiple 

classes. The feedback is also supplemented with actionable recommendations, such as suggesting 

content reinforcement for topics associated with problematic items. With this feature, the 

evaluation process goes beyond mere statistical figures and transforms into practical insights that 

can be directly applied for instructional improvement. 

 

Figure 9. Visual Dashboards Integrated Within The LMS platform 

Source: (Integration Model to Elearning JTI, 2025) 
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CONCLUSION 

The integration of Item Response Theory (IRT), particularly the Three-Parameter Logistic (3PL) 

model, into Learning Management Systems (LMS) has proven to significantly enhance post-test 
analysis. By estimating item parameters such as difficulty, discrimination, and guessing, the 

system provides a more nuanced understanding of both test items and student abilities. This 

empowers educators to evaluate the quality of assessment instruments more accurately and design 

targeted learning interventions based on detailed psychometric feedback. Furthermore, automating 

the analysis process reduces teachers’ administrative workload and accelerates the delivery of 

meaningful assessment feedback. However, this study has certain limitations. The system was 

implemented and evaluated within a limited educational setting, with a relatively small number of 

test participants. As such, the results may not fully generalize across different learning contexts, 

subjects, or learner populations. In addition, factors such as student motivation, test-taking 

conditions, and variation in item content were not examined in depth. 

 

Looking forward, the system presents promising opportunities for further development. One of the 

key directions is the implementation of adaptive testing based on IRT, where questions are 

dynamically tailored to a student's ability level in real time, leading to more efficient and precise 
evaluations. Additionally, integrating the IRT module with other learning data such as course 

activity logs, competency achievement, and assignment progress can provide a holistic view of 

student performance. Such advancements would position IRT-integrated LMS platforms as 

intelligent, adaptive ecosystems that support data-driven educational decision-making and 

contribute to improving overall instructional quality. 
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