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**PENDAHULUAN**

Pada era teknologi saat ini, informasi elektronik bukanlah hal asing bagi masyarakat Indonesia. Perlahan tapi pasti, masyarakat mulai meninggalkan catatan manual dan menggantinya dengan menggunakan serta memanfaatkan komputer sebagai tempat penyimpanan data. Sebagai contoh sederhana yaitu mencatatan penjualan barang menggunakan komputer, karena selain praktis juga dapat menampung data dalam jumlah yang banyak. Salah satu cara untuk mendapatkan informasi tersebut dengan memanfaatkan teknik data mining.

Teknik peramalan terbagi menjadi dua bagian yang pertama metode peramalan subjektif dan metode peramalan objektif. Model peramalan subjektif mempunyai model kualitatif dan metode peramalan objektif yaitu model *time series*. Menurut Novi Kristanti 2017, Peramalan *Exponential Smoothing* merupakan salah satu kategori metode *time series* yang menggunakan pembobotan data masa lalu secara eksponensial. Dalam kategori ini ada beberapa metode yang digunakan, antara lain *Single Exponential Smoothing* dan *Triple Exponential Smoothing*.

Adapun tujuan dari penelitian ini yaitu untuk menganalisis hasil peramalan penjualan dengan menggunakan metode peramalan *Single Exponential Smoothing* dan *Triple Exponential Smoothing*. Metode *Single Exponential Smoothing* dan *Triple Exponential Smoothing* menggunakan data penjualan pada periode sebelumnya untuk melakukan peramalan jumlah barang yang akan terjual pada periode yang akan datang, semakin banyak data yang digunakan untuk peramalan maka hasil peramalan semakin akurat. Tujuan dari penelitian ini yaitu untuk meramalkan penjualan barang dengan menggunakan metode *Single Exponential Smoothing* dan *Triple Exponential Smoothing* dan untuk mengukur akurasi dari kedua metode tersebut.

**METODE**

Data Mining adalah proses yang menggunakan teknik statistik, matematika, kecerdasan buatan, machine learning untuk mengekstraksi dan mengidentifikasi informasi yang bermanfaat dan pengetahuan yang terkait dari berbagai database besar.

Menurut Han, Jiawei (2011) data mining adalah proses menemukan pola yang menarik, dan pengetahuan dari data yang berjumlah besar. Sedangkan menurut Liu, Sandra S. dan Chen, Jie (2009), data mining adalah proses pencarian pola tersembunyi dari berbagai database.

Berdasarkan beberapa pengertian di atas, dapat disimpulkan bahwa data mining adalah suatu proses analisis untuk menggali informasi yang tersembunyi dengan menggunakan statistik dan artificial intelligence di dalam suatu database dengan ukuran sangat besar, sehingga ditemukan suatu pola dari data yang sebelumnya tidak domputer agar mudah dimengerti.

Dalam penelitian ini metode yang akan digunakan yaitu Metode *Single Exponential Smoothing* (Nazim & Afthanorhan, 2014). *Single Exponential Smoothing* adalah “Metode ini biasa digunakan untuk semua teknik peramalan. Ini membutuhkan sedikit perhitungan. Metode ini digunakan ketika pola data cenderung horizontal (seperti ketika tidak ada pola musiman dan tidak ada tren dalam data masa lalu)”. Nilai yang lebih baru diberikan bobot yang relatif lebih besar dibanding nilai observasi yang lebih lama. Metode ini memberikan sebuah pembobotan eksponensial rata-rata bergerak dari semua nilai observasi sebelumnya. Pada metode ini tidak dipengaruhi oleh trend maupun musim (Makridakis, 1999). Rumus untuk *Single exponential smoothing* adalah sebagai berikut :

 (1)

Keterangan:

 = nilai peramalan ke-*t*

 = nilai *alpha*

 = nilai penjualan aktual ke-*t*

Dalam penelitian ini metode yang akan digunakan yaitu *Tripe Exponential Smoothing*. Metode *Triple Exponential Smoothing* digunakan ketika terdapat unsur trend dan musiman pada data. Metode ini digunakan untuk segala jenis data stasioner maupun non stasioner selagi data tersebut tidak mengandung faktor musiman.

Metode ini digunakan ketika data menunjukan adanya trend dan perilaku musiman (Makridakis, 1999). Akan tetapi apabila data yang digunakan mengandung data musiman, metode *Triple Exponential Smoothing* ini dijadikan sebagai cara untuk meramalkan data musiman tersebut. Persamaan metode *Triple Eksponential Smoothing* adalah sebagai berikut :

 (2)

 (3)

 (4)

 (5)

Dimana :

 : Nilai pemulusan eksponensial ke t

 : Data Aktual ke t

 : Nilai estimasi trend ke t

 : Nilai estimasi musiman ke t

*m* : Jumlah periode yang akan diramalkan

 : Nilai ramalan yang akan datang

*L* : Panjang Musiman

*α* : Parameter pemulusan data aktual

*β* : Parameter pemulusan estimasi trend

*γ* : Parameter pemulusan estimasi musiman

*Mean Absolute Percentage Error* (MAPE) dihitung dengan menggunakan kesalahan absolut pada tiap periode dibagi dengan nilai observasi yang nyata untuk periode itu. MAPE merupakan pengukuran kesalahan yang menghitung ukuran persentase penyimpangan antara data aktual dengan menggunakan data peramalan. Persamaan berikut sangat berguna untuk menghitung kesalahan pada peramalan dalam bentuk persentase dari pada jumlah.

MAPE adalah cara yang digunakan untuk menghitung persentase kesalahan peramalan pada penelitian ini. MAPE merupakan rata-rata persentase kesalahan absolut yang didapat dengan membagi persentase kesalahan tiap periode peramalan, dengan jumlah periode peramalan yang ada. Persentase kesalahan tiap periode peramalan disebut juga PE (*Percentage Error*).

PE didapat dari nilai absolut data asli pada periode tertentu yang dikurangi dengan hasil peramalan pada periode yang sama. Kemudian, merata-rata kesalahan persentase absolut tersebut. Pendekatan ini berguna ketika ukuran atau besar variabel ramalan itu penting dalam mengevaluasi ketepatan ramalan. Kemudian dibagi dengan data asli dan dikali 100% (R. John and S. Hansun, 2017).

$MAPE= \frac{1}{n}\sum\_{i=1}^{n}\left|\frac{A\_{i}-F\_{i}}{A\_{i}}\right| x 100\%$ (6)

Keterangan :

MAPE = Mean Absolute Percentage Error

*n* = Jumlah Hasil Peramalan

*Ai* = Nilai Aktual ke-*i*

*Fi* = Nilai Peramalan ke-*i*

MAPE digunakan untuk menghitung kesalan error dengan cara dipersenkan. Berikut arti nilai kesalahan absolut rata-rata (*Mean Absolute Percentage Error*).

**Tabel 1**. Nilai MAPE

|  |  |
| --- | --- |
| **MAPE** | **Keterangan** |
| < 10 % | Kemampuan peramalan sangat baik |
| 10 % - 20 % | Kemampuan peramalan baik |
| 20 % - 50 % | Kemampuan peramalan cukup |
| >50 % | Kemampuan peramalan buruk |

Sumber : R. John and S. Hansun, 2017

**HASIL DAN PEMBAHASAN**

*Single Exponential Smoothing* adalah metode peramalan *time series* untuk data tunggal tanpa adanya kenaikan atau musiman. Metode ini menggunakan parameter tunggal yaitu *α* (*alpha*). Parameter *alpha* memiliki kisaran antara 0 sampai dengan 1. Pada penelitian ini, percobaan akan dilakukan dengan mencari parameter *alpha* yang memiliki akurasi terbaik. Sehingga mendapatkan hasil peramalan yang optimal.

Untuk menghitung akurasi, penelitian ini menggunakan *Mean Absolute Percentage Error* (MAPE). Perhitungan nilai MAPE dimulai dari data ke-2, karena nilai pada data ke-1 tidak ada hasil perhitungan peramalan. Tingkat kesalahan untuk peramalan penjualan Fanta adalah 33,18 % sehingga tingkat keberhasilannya adalah 66,82 %. Sedangkan untuk tingkat kesalahan untuk peramalan penjualan Sprite adalah 28,26 %, sehingga tingkat keberhasilannya adalah 71,74 %.

Berbeda dengan *Single Exponential Smoothing*, *Triple Exponential Smoothing* adalah metode peramalan *time series* untuk data tunggal dengan adanya kenaikan atau musiman. Metode ini menggunakan tiga parameter yaitu *α* (*alpha*), *β* (*beta*) dan *γ* (*gamma*). Parameter *alpha* merupakan parameter yang digunakan untuk penghalusan. Parameter *beta* merupakan parameter untuk kenaikan (*trend*). Sedangkan parameter *gamma* merupakan parameter untuk musiman (*seasonal*). Seperti percobaan sebelumnya, percobaan akan dilakukan dengan mencari parameter *alpha, beta* dan *gamma* yang memiliki akurasi terbaik. Sehingga mendapatkan hasil peramalan yang paling optimal.

Tahapan Metode *Triple Exponential Smoothing* ini adalah menentukan nilai parameter *alpha, beta* dan *gamma*. Kemudian menghitung nilai awal untuk *seasonal*, level dan *trend*. Setelah nilai awal didapatkan, baru kemudian menghitung nilai peramalan. Langkah pertama adalah menentukan nilai *alpha, beta* dan *gamma*. Sebagai contoh perhitungan, akan dipakai data penjualan merk Coca Cola dan nilai *alpha* yang dipakai adalah 0,1; nilai *beta* adalah 0,1; dan nilai *gamma* adalah 0,1.

Setelah hasil peramalan selesai dihitung, langkah berikutnya adalah menghitung nilai akurasi menggunakan MAPE. Perhitungan nilai MAPE dimulai dari data ke-14, karena nilai pada data sebelumnya tidak terdapat hasil perhitungan peramalan. Dari hasil perhitungan didapatkan bahwa tingkat kesalahan (*error*) adalah 34,67 %. Dengan demikian tingkat keberhasilan peramalannya adalah (1-*error*) atau 65,33 %. Dengan cara yang sama dilakukan perhitungan untuk hasil perhitungan peramalan penjualan Fanta dan Sprite. Tingkat kesalahan untuk peramalan penjualan Fanta adalah 56,52 % sehingga tingkat keberhasilannya adalah 43,48 %. Sedangkan untuk tingkat kesalahan untuk peramalan penjualan Sprite adalah 43,82 %, sehingga tingkat keberhasilannya adalah 56,18 %.

Percobaan terakhir pada metode ini adalah memilih nilai parameter *alpha, beta* dan *gamma* yang paling baik untuk peramalan pada tiap-tiap produk. Pada penelitian ini akan dihitung nilai akurasi dengan kombinasi nilai *alpha, beta* dan *gamma* yaitu, 0,1, 0,25 dan 0,5. Berikut adalah hasil perhitungan dengan nilai parameter *alpha* yang berbeda dan produk minuman yang berbeda. Dari percobaan dengan parameter *alpha, beta* dan *gamma* yang berbeda tingkat kesalahan yang paling kecil untuk peramalan penjualan merk Coca Cola adalah nilai *alpha* 0,1, nilai *beta* 0,1 dan *gamma* 0,5 dengan tingkat kesalahannya sebesar 31,93 %. Begitu juga dengan Fanta, nilai *alpha* yang memiliki tingkat kesalahan paling kecil adalah 0,1, nilai *beta* 0,1 dan *gamma* 0,5 dengan tingkat kesalahan 44,28 %. Sedangkan untuk perhitungan peramalan merk Sprite, tingkat akurasi paling kecil menggunakan nilai *alpha* 0,1, nilai *beta* 0,5 dan *gamma* 0,5 dengan tingkat kesalahannya adalah 33,03 %.

Setelah dilakukan perhitungan dengan menggunakan dua metode diatas, maka langkah terakhir adalah membandingkan tingkat akurasi untuk tiap metode dengan nilai parameter yang paling optimal. Perbandingan tingkat akurasi dapat dilihat pada tabel berikut :

**Tabel 2**. Hasil Perhitungan MAPE

|  |  |
| --- | --- |
| **Merk** | **MAPE** |
| **Single Exponential Smoothing** | **Triple Exponential Smoothing** |
| Coca Cola | 23,80 % | 31,93 % |
| Fanta | 33,18 % | 44,28 % |
| Sprite | 28,26 % | 33,03 % |

Sumber : Olah Data 2023

Dari tabel diatas dapat dilihat bahwa metode Single Exponential Smoothing memiliki tingkat kesalahan yang paling kecil untuk ketiga merk. Sehingga pada penelitian ini, metode *Single Exponential Smoothing* memberikan hasil yang lebih baik daripada metode *Triple Exponential Smoothing.*

**KESIMPULAN**

Pada hasil percobaan yang telah dilakukan dapat disimpulkan bahwa penentuan nilai parameter baik itu pada metode *Single Exponential Smoothing* maupun *Triple Exponential Smoothing* dapat mempengaruhi hasil dari peramalan. Hasil akurasi yang paling baik adalah menggunakan metode *Single Exponential Smoothing* dengan nilai MAPE untuk merk Coca Cola adalah 23,80 %, merk Fanta adalah 33,18 % dan merk Sprite adalah 28,26 %. Sedangkan hasil akurasi untuk metode *Triple Exponential Smoothing* menghasilkan nilai MAPE merk Coca Cola adalah 31,93 %, merk Fanta adalah 44,28 % dan merk Sprite adalah 33,03 %. Jadi dapat disimpulkan pada penelitian yang telah dilakukan hasil yang lebih akurat yaitu menggunakan metode *Single Exponential Smoothing.*
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